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Abstract
Like other distributed systems, unattended sensor networks need to be balanced not only by load but also in terms of energy. Sensor networks are expected to live long. Lifetime can be maximized if and only if a balanced network can be formed. In this research work we first identify the tasks, that a sensor node accomplishes in its life time. Based on those, we define the sensor node life-cycle. Then we characterize the nodes based on their residual energy levels as, SEN - nodes having sufficient energy to perform additional responsibilities other than its own sensing task, or NEN - nodes having only necessary energy to perform its own task. Every node starts as SEN, and at some point it becomes NEN based on a predefined threshold value. Thus the nodes are protected from the early exhaustion. Finally, we developed a virtual clustering technique which is self-configurable and scalable. We apply our approach to a simulation environment and the simulation results justify our assertion.

1. INTRODUCTION
Each of the activities in a sensor network directly related to the consumption of energy. In such a distributed system, distributing processing and communications activity evenly across a network is highly required so that no single sensor node would be died early. Load balancing is especially important for sensor networks where it is difficult to predict the number of queries for sensing that will be issued. Sensor networks are often unattended. A sensor network has limited memory, limited bandwidth, and limited computational capabilities [1]. So well defined characterization of sensor nodes and better management of node life-cycle is needed. Every of its energy constraint nature a sensor network is required to live long. The technique also should be scalable.

We suggest that system designers can address these challenging issues in a demand initiated node organization. Sensor Nodes should contribute to the network backbone only if it is needed to do so. Otherwise nodes can be inactive to save its precious energy for future usage. In a distributed dynamic system where the energy is a constraint, techniques should be developed where the recurrent transmission of dynamic state information is avoided. Moreover, to extend the network life, an energy balancing mechanism should also be incorporated.

The aim of this research is on developing a self-configurable energy balanced topology for the sensor networks which will live longer. This will be achieved by organizing sensor nodes in a virtual cluster, similar to ASCENT [2], and by balancing energy as well as tasks over the network, similar to the distributed load balancing approach [3].

Energy scarcity makes the sensor networks unique compared to the other distributed networks. To deal with this unique nature network decisions should be made based on residual energy. However, without characterising the sensor nodes based on their energy levels, it is impossible to take any energy based decision. Surprisingly, we did not find many works classifying sensor nodes.

In their paper [4], Vivek et al. proposed two types of node deployment. Type 0 nodes are simple sensing nodes. Type 1 nodes are the cluster heads that perform long-range transmissions, data aggregation and routing within the clusters etc. We argue that, if nodes are pre-characterized, perhaps from the factory, a precise node deployment is essential. The position of nodes need to be exact, otherwise some of them will be disconnected. This limits the network coverage. Yong et al. [5] identifies three types of sensor nodes. They denote sensors according to their resources as SRC - Small Resource Capacity, MRC - Medium Resource Capacity and LRC - Large Resource Capacity. They assumed that, LRC nodes are directly connected with the main power supply. This kind of nodes can only be found in an in-home sensor network. However, in a practical sensor field, the residual energy of sensor nodes is decreasing continuously.

In this research, we classify the nodes into two types, SEN, nodes having sufficient energy to carry others information as well as sense own task and NEN, nodes having only necessary energy to sense its own task. By doing this, we can give protection to the dying nodes which in turn increases the network lifetime. Other than that it also helps us to build a balanced network.

Hierarchical organization of sensor nodes is used in [6], [7], however hierarchy may not always be scalable or self-configurable. Clustering, a special type of hierarchical organization, is particularly useful for application that require scalability [8]. In a cluster, nodes send their data to the cluster head and the cluster head forwards the data to other cluster heads to get closer to the destination node [9]. Clustering
enables bandwidth reuse, better resource utilization and power control [10]. However, conventional clusters rely on a fixed infrastructure, more precisely, on a fixed area. Conventional clustering algorithms require all of the participating nodes to advertise cluster-dependent information repeatedly [11]. Some existing technique even require special types of nodes like energy-limitless sensors [5], as cluster heads.

Instead of conventional clustering Kwon et al.: presented a passive clustering technique [11]. In passive clustering the clusters are allowed to be overlapped. However, every time the topology changes there will be at least two types of selection or election procedures: one election procedure for cluster head and several others for identifying common nodes agreed by the neighboring cluster heads. In ASCENT [2], Cerpa et al. selects the active nodes to reinforce the topology. Whenever they select a node as an active node it stays awake all its’ lifetime and performs multihop routing. The area of interest for sensing may change randomly, an active node may no longer be needed as active. There may be more than the sufficient number of active nodes to carry the data.

The main contribution of this paper, apart from the node characterization (Section 3), is to develop a virtual clustering technique instead of its conventional counterpart which is described in Section 4. Instead of fixed architecture, here we developed a dynamic, mutually overlapped clustering mechanism. Members of a cluster are attached to the gateway instead of a cluster head, and the connection is not rigid. Any node can be attached to multiple gateways. Thus any node can be member of multiple clusters. We argue that the responsibilities of each sensor node might be changed over time. Based on current demand, nodes should be selected for specific task. To identify the tasks, we first define the node lifecycle in Section 2. Finally in Section 5 we show our simulation methods and results, which leads to draw the conclusion in Section 6.

2. SENSOR NODE LIFE-CYCLE

Sensor nodes are resource constrained, specially in terms of energy. To manage the sensor nodes efficiently, a well defined node life cycle is needed. Node lifecycle will help us to understand and identify the tasks that are involved.

By observing the activities of sensor nodes, a specific pattern is found over their lifetime. Each node starts with initialization and then based on the current available metrics such as energy level, communication environments and query requests it enters into the execution phase.

According to their activities, we divide the sensor node lives into three categories -

- Initialization phase
- Decision making phase and
- Execution phase

The phases are shown in Figure 1. The initialization phase only occurs once when a sensor node starts itself. In our diagram the Start state represents the initialization phase. During their life span, sensor nodes have to make various decisions, for example in which execution state it should be. This is the decision making phase represented by the ‘Transition’ state in the diagram. Apart from initialization and decision-making, each node is either in the non-active state or in the active state. In the non-active state hibernating nodes do nothing other than listening. Active states can be divided into two types - sense and gateway. In the sense state nodes sense its own territory based on the prescheduled request or query from the sink (i.e. the destination node). On the other hand, in the gateway state, nodes perform data communication, data aggregation in addition to its own sensing.

3. NODE CLASSIFICATION

Without characterizing the nodes on their energy levels, it is impossible to create an energy balanced network. At any given time, the residual energy level of each node may not be the same. This is understandable because besides sensing, some of the nodes have additional responsibilities, like transmitting other node’s information and data aggregation. To make the network live long, these additional responsibilities should be redistributed among other nodes periodically. Periodical task redistribution will ensure an energy-balanced environment in the network. Distribution of responsibilities must be fair to ensure that a node having minimum energy to sense its region and transmit the sensed data to its nearby gateway node, should not be considered for any additional burdens.

Here we assumed that all the nodes are architecturally equal, that is, all other resources - processing power, memory capacity are equal in all the sensor nodes. It is only the energy, which is variable. It is actually decreasing over time. This unique nature of sensor nodes leads us to characterize them based on their residual energy. In traditional distributed systems, processors are characterized by their process loads [3]. For example, processors having loads below a certain threshold are called under-loaded processors as shown in Figure 1. While others with a load above the predefined threshold are called over-loaded processor. Similar concept is adopted here. Sensor nodes will be divided into two groups at a given time-

1) Sufficient Energy Node (SEN)
2) Necessary Energy Node (NEN)

The current (residual) energy level will be normalized to the maximum battery capacity and scaled to 100 [12]. Based on the normalized residual energy, a minimum level of energy is drawn, which will be at least needed to sense the region and to transmit the sensed data to nearby gateway station. Nodes
having residual energy above that level are called Sufficient Energy Node (SEN), these nodes have sufficient energy to take additional responsibilities. Nodes having residual energy less than or equal to that level are called Necessary Energy Node (NEN), these nodes only have energy to perform their own sensing tasks. Now the nodes are characterized into two types, we propose, a node only need to inform others when it changes from SEN to NEN. This technique reduces communication overhead substantially.

A. Determining node types (SEN/NEN)

For simplicity we assumed that -

- Comparing with the data transmission or data reception, energy consumption in sensing is negligible [13].
- A node only transmits whenever a data packet is ready, and packet generation is directly proportional to sensing.
- We assume either nodes receive requests for sensing from sink nodes or there is a prescheduled query task for every node. Based on the query, nodes sense and generate data packets. The query of sensing may be random, non-uniform, so we can assume that, each sensing node has packet streams with Poisson distribution.

Then, energy consumption or transmission cost over time $t$ of a non-gateway node is -

$$E_{i(NG)}(t) = E_{tx} \times \lambda_i \times t$$

(1)

Where, $E_{tx}$ - is the energy cost for transmitting a single packet. $\lambda_i$ - is the packet generation rate at node $i$.

A gateway receives data packets from its neighbors then transmits those to the next gateway. Since all the neighbors have independent packet streams, the packet stream for a gateway node is still a Poisson process. Let, gateway $j$ itself generates packets at a rate $\lambda_j$ and has $n_j$ neighbors. Then the packet arrival rate at gateway $j$ is -

$$\lambda_j = \sum_{k=1}^{n_j} \lambda_k$$

(2)

Where, $\lambda_k$ is the packet generation rate at the $k$th neighbor.

The Expectation value of total packets at gateway $j$ for duration $t$ is -

$$\mathcal{X}_j(t) = \lambda_j \times t + \sum_{k=1}^{n_j} \lambda_k \times t$$

(3)

For simplicity, let us assume that, energy to transmit ($E_{tx}$) and receive ($E_{rx}$) a single data packet is the same and is constant, i.e. $E_{tx} = E_{rx} = C$.

Total energy consumption at gateway $j$ - total energy spent to receive packets from the neighbors and transmit $\mathcal{X}_j(t)$ packets -

$$E_{i(G)}(t) = E_{rx} \times \sum_{k=1}^{n_j} \lambda_k \times t + E_{tx} \mathcal{X}_j(t)$$

(4)

$$\Rightarrow E_{i(G)}(t) = C \left( \sum_{k=1}^{n_j} \lambda_k \times t + \mathcal{X}_j(t) \right)$$

(5)

Now, if node $i$, spends $t_1$ time as a non-gateway node and $t_2$ time as a gateway, total energy consumption of node $i$ over time $t$ (where, $t = t_1 + t_2$) can be found by equation 1 and equation 5, as -

$$E_i(t) = E_{i(NG)}(t_1) + E_{i(G)}(t_2)$$

(6)

If total amount of initial energy in a sensor node, is $E$ and the energy decision level is $E_{th}$ (Energy Threshold) then,

$$\delta = \frac{E - E_i(t)}{E} = \begin{cases} \delta > E_{th} & Type = SEN \\ \delta < E_{th} & Type = NEN \\ \delta = 0 & Type = Exhausted \end{cases}$$

(7)

4. PROPOSED TOPOLOGY FORMATION TECHNIQUE DESCRIPTION

Our technique deploys nodes according to their abilities and responsibilities. The technique selects gateways, normal sensing nodes or hibernating nodes with the aim of creating a balanced, lifetime maximized network. Based on the current demand nodes can move from one state to another.

A. Virtual clustering

Here we propose a novel virtual clustering technique. On top of that other networking issues, e.g. routing, data aggregation can be implemented. In virtual clustering, there is no fixed area for any clusters. Cluster areas can overlap with each other’s. Members of any virtual cluster can be associated with multiple gateways. Members of any virtual cluster can even initiate to form another virtual cluster as overlapping is allowed. Virtual clustering is demand initiated, adaptive and self-configuring.

We build the virtual clusters around the gateway nodes. The gateway selection algorithm, described later, choose the appropriate gateways. To maintain the network connectivity each gateway is formed within the range of at least another gateway. It will also ensure that nodes within the cluster will have redundant connections to their gateways and have minimized packet loss probability as well. The region of a virtual cluster is the region of the gateway node, so that clustering is nothing but selecting the gateway nodes then associating the neighbors with the gateway.

Whenever a gateway node is selected, it informs its neighbors through gateway confirmation message. Each node receives the gateway confirmation message, updates the gateway table. Though the gateway node does not maintain any member list, the nodes received the gateway confirmation message become connected with that gateway. To be able to transmit sensed data, every node needs to be connected with at least one gateway. Thus the gateway will form a loosely coupled virtual cluster with the surrounding neighbors, which is shown in the Figure 2.

According to the definition of a gateway, there must have at least one gateway node in the neighbors. We assumed that there are some nodes called initial gateways. Initial gateways never change their states. Sink nodes are considered as all time gateway nodes. Based on these initial gateway nodes, the topology will be formed all over the sensor field. This assumption was necessary to bootstrap.
B. Gateway selection Algorithm

After receiving a gateway request message, a node first checks its energy level and connection to other gateways. If the energy level of that node is above the energy threshold and the node is connected with at least another gateway node, it is considered as an eligible candidate to become a gateway. Each eligible node then checks the number of gateway nodes in its communication range. If the number of gateway nodes equals the upper bound of a threshold (Gth), it refrains itself from becoming a gateway node.

If the node is a SEN, connected to at least one other gateway node and the number of connected gateways has not exceeded the gateway threshold Gth, it enters into the transition state to participate in the gateway formation procedure. The node then sends its willingness message to its neighbors and waits for a predefined amount of time (t_p) to hear from other nodes. If there are no other aspirant nodes from the neighbors, it becomes a gateway node, and informs the neighbors to update their respective tables. If the node receives willingness messages from others, that is, there is more than one eligible node; the node will wait for a random amount of time (t_a). Within this period of time, if any confirmation of gateway message is received from any other nodes, it exits from the gateway procedure and reverts to its previous state. Otherwise, after waiting t_a time, it sends its confirmation of gateway message to its neighbors and enters into the gateway state. The gateway selection algorithm is given in the Algorithm 1.

1) Network connectivity and coverage: As gateway selections are demand initiated, there could be isolated clusters. However, our algorithm carefully considers that important issue. Here we mathematically proved that, the algorithm ensures the network connectivity and network coverage.

Assume that,

- \( n_i \) is the set of neighboring nodes of gateway \( i \).
- \( N \) is the set of all the sensor nodes in the network.
- \( f(n_i) \) is the gateway selection algorithm.

The algorithm starts from the initial gateway nodes, and it selects gateways based on descent directions. If the communication range of a sensor node is \( r \), average distance of the next gateway node will be \( \frac{r}{2} \). From the initial gateway, the algorithm constructs a gateway sequence according to the following recursion rule.

\[
\begin{align*}
|n_{i+1} - n_i| &\leq r \\
\Rightarrow n_{i+1} &\leq n_i + r
\end{align*}
\]

Algorithm 1: Gateway Selection Algorithm

If, from the initial point (ie. sink), distances of a gateway \( i \) and its neighboring gateway \( i+1 \), are \( h_i \) and \( h_{i+1} \) respectively, then -

\[
|h_{i+1} - h_i| \leq r
\]

\[
\Rightarrow h_{i+1} \leq h_i + r
\]

According to the definition of a gateway, there must be another gateway (\( GNo \neq 0 \)) within the communication range of that node. So that -

\[
f(n_i) = \{ x_i | x_i \in n_i AND x_i \in n_{i-1} \}
\]

\[
f(n_{i+1}) = \{ x_{i+1} | x_{i+1} \in n_{i+1} AND x_{i+1} \in n_i \}
\]

Which implies that -

\[
n_i \cap n_{i+1} \neq \phi
\]

Now, if equation 9 and equation 12 holds and if there are no nodes which form partition in the network, then -

\[
n_0 \cup n_1 \cup n_2 \cup \ldots \ldots \cup n_i = N
\]

Equation 12 ensures that a virtual cluster is connected to at least one other cluster. That ensures the connectivity among...
the network. Equation 13 ensures that the algorithm covers the entire network.

5. Simulation

We used OMNeT++ as the simulation tool. We assumed that the sink node is a stand alone machine connected to the main power supply. Other than that, all the sensor nodes have the same initial memory, same energy and same processing power. We also assumed that the nodes have the same communication range. Any node within the communication range can communicate with others bidirectionally. We have created our own energy model as described in the section III. The sink node is positioned at the top right corner of the simulated area, we then deploy the sensor nodes. Initially, we created a two hop network by putting the nodes as far as possible, that is, at the opposite end of the communication range. After that, we gradually increase the node density.

Number of generated data packets are directly proportional to the sensing query. The sensing query is also random and exponentially distributed. For each data communication there will be involved three types of energy consumption - sensing, transmit data to the gateway, then receive and retransmit that packet among the gateways. We assume that the energy consumed while there is no query negligible.

Our goal is to implement our algorithm in the simulation environment to compare with others. This serves the important purpose of validating our theoretical assumptions. The metrics that have been chosen to analyze the performances are : Network Lifetime - which is measured by two ways. The time taken before the first node of the network dies. A similar metric has been used in [14]. The other one is the time taken to exhaust 50% of the nodes, similar to the metric used in [2]. To show energy balancing we used here the standard deviation of residual energies. Standard deviation is calculated when the residual energy of at least one of the nodes reaches to zero.

On top of our topology we used shortest path algorithm. The transmission layer implements the simple CSMA MAC, which is provided by the OMNeT++. We used fixed parametric value for the Gateway threshold ≤ 3, Decision line of Energy levels =20% Gateway formation waiting time is twice the roundtrip. We will justify these values later.

A. Comparative Study

We compare the energy balancing and average lifetime of a sensor network where our proposed technique is applied, with the all-active case [the all-active case denotes the simple deployment of sensor nodes, where no topology formation algorithm was applied], and ASCENT [2].

In Figure 3 we plot the standard deviation of remaining energy levels when the first node reaches to zero. This metric shows us how balanced the network is. For an ideal condition, where the tasks are exactly distributed, the standard deviation of remaining energy levels should be zero. The figure shows that the deviation is about 50% in our technique, while others are around 90%.

Figure 4 shows the time taken for the first node to die as a function of the node density. At a lower density our proposed technique performs similar to the ASCENT. This is because, when the density is too low, there will be excess gateway nodes to carry the data. The number of gateways is restricted by the parameter, gateway threshold. However, when we increased the node density, there were less gateway nodes comparing to the non-gateway nodes, the task distribution was more even and there were more nodes to carry the duty of an out going gateway. In the proposed technique, if any node crosses the decision line of the energy level, it is considered as NEN and they are forced to leave the gateway state. NEN nodes are alive and only can perform their own sensing. This kind of essential classifications were absent in other methods, which strongly effects their network lifetime. The result clearly shows that the proposed technique outperforms the others under moderate to high node densities. Another significance of this result is the scalability. It rapidly reaches around 150 time unit with 15 nodes, and enters into a saturation region.

Figure 5 shows the time taken to die at least 50% of the nodes while we varied the node density in our test bed. Though the gaps between the other techniques are reduced, however, we argue that, the network might be partitioned well before the time it takes to exhaust the 50% nodes. The figure shows that the proposed technique is still better than others.

In Figure 6 we show the number of events, i.e. the number
of generated events up to the time when first node dies. Our proposed technique detects almost same number of events in a lesser dense condition comparing to other two techniques. However, when we increase the density it detects almost double than the ASCENT and triple than the Allactive techniques detects the events. The result commensurate with our previous results (Figure 4 and 5) that our technique increases the life time.

6. Conclusion and Future Work

Sensor nodes are characterized as NEN or SEN (Figure 1). By doing this, we are able to reduce the overhead transmission by a large margin as nodes now need to inform their state once in a lifetime only when it reduces from SEN to NEN. Energy consumption is directly related to the task that is performed by a node. Clear understanding of node lifecycle (Figure 1) helps us to distribute the tasks evenly. Which is important to make the network balanced.

Each of the gateway nodes forms an overlapping cluster as shown in Figure 2. We call these clusters as virtual clusters. Because the members and area of any particular cluster are not mutually exclusive. The organization ensures possibly redundant transmission paths from source to the sink. Virtual clusters are dynamic and adaptive. Whenever a node faces a high packet loss, or a node moves out of communication range from its gateway, it can initiate the gateway formation procedure. As a result, a new virtual cluster is formed. The topology, that formed, is self-organizing and scalable.

This research does not consider the network partition. Network partition can happen due to dying of sensor nodes. Sensor nodes can die early because of over activity or external events like stomping, natural calamities. Detecting network partitions and handling that partition will be our future work. We also do not consider the redundant node coverage. However, we do believe scheduling for node coverage may enhance the network life.
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