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Abstract—Fault tolerance is the ability of a system to continue its functionality despite the presence of faults in the architecture. For a dynamic system such as the cloud, fault tolerance is required to ensure business continuity. This paper proposes a high availability middleware that ensures fault tolerance for cloud based applications. Effective Descriptive Set Theory is used to determine the model of fault detection for real life applications running on the open source cloud. A deterministic algorithm of the middleware is provided that achieves automatic allocation of backup nodes to the system based on the faults. After detection of faults, the middleware directs the system to add new nodes as replicas of the failed nodes, ensuring continuity of the cloud applications. Next, a case study including seven real life applications such as PostGreSQL Database, etc are described and fault tolerance is ensured through the proposed middleware. Empirical performance analysis of the algorithm is carried out and results are compared to traditional systems. Results show that in the presence of faults induced during experimentation, the middleware can be effectively used to introduce replica and ensure fault tolerance of bottleneck resources for executing 700 to 1000 processes per unit time.

I. INTRODUCTION

Fault tolerance is the ability of a system to perform its function properly in case of faults and excessive system loads. Cloud computing is the dynamic provisioning of virtual machine instances from a shared resource pool of physical machines. It provides dynamically distributed entities for rapid scaling and dynamic provisioning to increase performance. For this reason, fault tolerance needs to be ensured for cloud services to prevent lower level errors from propagating into system failure. Ensuring fault tolerance for a largely dynamic system such as the cloud presents significant research challenges, since a large number of processes in different states are involved. Attributes of the algorithm such as watchdogging, checkpointing and logging critical processes have not been considered for the cloud. Modest studies have been conducted to ensure fault tolerance in traditional systems [1], [2]. More specifically, the research issues that need to be addressed are provided in the following.

1) Mathematically analyze causes of faults in the cloud. Using the analyses, propose an algorithm for a middleware to ensure high availability fault tolerance of the cloud platform through rapid checkpointing, watchdogging and logging.

2) Empirical investigation to analyse the performance of the proposed algorithm of the middleware in a real life case scenario.

A modest number of reports and papers have emanated from the study to date, including a general overview [1], papers concerned with protection of distributed systems from failures were highlighted in [2], [3]. Preliminary account on fault detection and recovery through replication is presented in [4]. However, providing an algorithm for a middleware to ensure high availability fault tolerance have been considered to a limited extent.

Based on the research issues stated above, this paper proposes an algorithm of a middleware that ensures fault tolerance of cloud. The algorithm of the middleware is deterministic and automatically checkpoints and logs system faults. Upon detection of faults, the algorithm directs the system to provision replicas to faulty machines. The proposed middleware is called Cloud-Niagara because it is capable of ensuring fault tolerance at excessive system loads and existing faults through incorporating multiple primary controllers and using dynamic group architecture. The benchmark for industry level Central Processing Unit (CPU) and Random Access Memory (RAM) is considered to be 70% [5]. Effective Descriptive Set Theory is used to model the occurrence of faults in the cloud [6].

In the case study, seven real life applications namely Online Survey application (OSa), Source Code Repository (Rep) applications, Open Source Project Manage-
ment application called HTProjects (Proj), PostgreSQL Database (DB) Management Applications, File Transfer Protocol (FTP) services, Nova Dashboard (ND) for OpenStack Compute Cloud and Domain Name Services (DNS) were executed in the cloud. Next, Cloud-Niagara was applied in the distributed controllers and used to monitor the resource consumption of the applications. Additional instances were placed to act as replicas to achieve fault tolerance. The results obtained from the case study are used to show how the middleware performs in achieving fault tolerance in the cloud. The results reflect system load exceeding 70% when no replica or fault tolerance mechanism is in place for executing 700 to 1000 processes concurrently per unit time.

II. RELATED WORK

Preventing failures in systems through detection of peer failures and obtaining lost information in large scale Distributed Hash Tables is proposed in [1]. Horizontal Active Replication scheme is presented that ensures viewing key processes to detect failures. The mechanism ensures an effective range of query processing, even when probability of failure is significantly high. However, load balancing and failure detection is carried out by a master load server that may lead to low availability.

Linear Finite State Machines (LFSMs) have been made fault tolerant in discrete time dynamic systems, such as simulations [2]. Redundant implementations are used to construct fault tolerant systems, that involve separate machines to preserve state, evolution and properties of target systems. The redundant machine protect the data of the target nodes through encoding. However, the communication between the remote machines that ensure redundancy result in high latency of the architecture.

Automatic addition of new fault handlers into an existing fault tolerance scheme is proposed in [3], [4]. The assumption is based on the problem of anticipating faults of all program classes at the time of system design. The methodology involved updating new faults at the system design level through incorporating of a random fault generating module. Significant contribution of effective resource provisioning have been made in [7]. However the performance benchmarks of resource utilization were not considered.

Fault tolerance is achievable means of active redundancy as proposed in [5]. Dependability analysis needs to be carried out to analyze the degree of redundancy. Self-checkers are installed that is used to differentiate the faults. The self-checker is required to be intrinsic and fail-stop activities of the component based distributed system needs to be placed. However, each message in the methodology is required to have multiple components executed physically which results in increased traffic.

Protocols like Isis, Amoeba and Totem deliver messages similarly in the total order [8]. Those protocols are widely used to maintain consistency in replication of fault tolerant systems [9]. However, delays are introduced when atomic multicast protocols are used. Delays in messaging protocols can be prevented if the primary is responsible for deciding the ordering of the operations. However, ensuring the high availability of the primary node through a middleware is a significant challenge. The high number of message passing in synchronous communication will be very costly for the consensus algorithm.

III. FAULT STANDARD OF CLOUD-NIAGARA

As discussed in the previous section, ensuring high availability fault tolerance requires a middleware that can monitor resource usage and send notifications without delay. The proposed architecture of Cloud-Niagara satisfies the requirement discussed here. Cloud application failures arise from incorrect program designs or coding errors but, more often than not, they arise from transient and nondeterministic errors. A mathematical model needs to be provided to analyse the type of faults.

A. Effective Descriptive Set for Fault Identification

The system $S_n$ consists of a finite set of real life application $A_i$ where $A_i = (a_1, a_2, \cdots , a_n)$. Each application $a_i$ consists of a finite set of processes $P_j$ denoting set of all processes such that the condition $\forall a \in A : P_j = (p_1, p_2, \cdots , p_v)$ is satisfied where $u$ and $v$ are positive integers. Each process $p_j$ have states that are represented by a finite set $S_i = (s_1, s_2, \cdots , s_n)$. The states are divided into two subsets representing the correct and failed sets respectively, where the value is obtained by $S_{\text{correct}} = (s_{l1}, s_{l2}, \cdots , s_{ln})$ and incorrect state as $S_{\text{failed}} = (s_{l1}, s_{l2}, \cdots , s_{ln})$. Hence the above cases are true if and only if

$$(S_{\text{correct}} \cup S_{\text{failed}} \in S_i) \land (S_{\text{correct}} \cap S_{\text{failed}} \in \emptyset)$$

are true. The combined states of the various processes in the real life applications running on the cloud platform is satisfied by the following equation 1.

$$B_i = (\forall i \in 0 < i \leq n : b_i \subset S_{\text{correct}}) \land (\forall j \in 0 < j \leq n : b_j \subset S_{\text{failed}})$$

(1)

Valid write counts is projected as $(s_{l1}, s_{l2}) : S_i \in \delta_p \land s_{l1}, s_{l2} \in S_i$. Here $\delta_p$ is the probability of a valid state. Write operations are valid if and only if a process $p_j$ executes operation $w_j$ on the file that is allowed access.
Hence, if \( w_j \) is a set of write operations that result in process failure, we get,

\[
w_j = (s_l, s_l') : (\exists p_j : x \notin w[j] \land x = S_l)
\]  

Read operations can be carried out in multiple files. Hence the files that are in specific group denoted by \( G(R_k) \) is described here.

\[
G(R_k)(s_l, s_l') = ((s_l') : \forall y : y \in r_y : v(s_l') \\
\neq v(s_l') \lor v(s_l') = v(s_l) \lor \forall y : y \notin r_y : v(s_l))
\]  

An application \( a_i \) \((0 < i \leq u)\) consists of a process \( p_j \) \((0 < j \leq v)\) that carries out read and write operations on the data stored in the cloud. To ensure low latency fault detection by proposed architecture, faults must be detected with minimal delay in which those occur [3]. Read operations are represented by the set \( R_x \) and write operations are represented by the set \( W_y \). After read or write operation by \( p_j \), the state is saved in a state variable \( s_l \) and updated in \( S_l \). If the state is faulty the \( S_l = s_l' \) else \( S_l = s_l \). Hence, the conditions need to satisfied if \( s_l \) is to be correct and not failed,

\[
\exists p \in P_j : G(s_l) \subseteq S_l \lor G(s_l) \subseteq S_l' \\
\Rightarrow G(s_l) \subseteq R_x \land G(s_l) \subseteq R_x' = \emptyset \lor \\
G(s_l) \subseteq W_y \land G(s_l) \subseteq W_y' = \emptyset
\]  

IV. PROPOSED ALGORITHM FOR CLOUD-NIAGARA

High availability fault tolerance is ensured by Cloud-Niagara through resource utilization monitoring and notifying the primary controller. The Algorithm 1 presents the algorithm of Cloud-Niagara and identifies the input and output of the distributed architecture. The algorithm notifies the system to add new nodes once the utilization of resources exceeds the predefined threshold. \( N_{node} \) is a queue that holds the node id of each node that is allocated to work with the cloud system. For each entry in \( N_{node} \), the ratio of \( R_{current} \) that is currently used resource of a node is calculated. The total resource available of that node is denoted by \( R_{actual} \) that is calculated simultaneously. Here \( M \) is the maximum number of resources available and \( N_{temporary} \) are the additional resources added for a specific time period \( t \).

The obtained value of \( R_{actual} \) is checked against upper threshold value \( T_{upper} \). If the ratio is more than or equal to the threshold value, the node identity is added to another queue \( N_{exceed} \). Else it is added to another queue \( N_{low} \). Finally these queues are sorted in ascending order of node identities. The following section highlights a real life case study used for testing the proposed algorithm of Cloud-Niagara. Out of the total number of processes, let \( H \) be the number of processes that are faulty at time

![Fig. 1: Fault Tolerant Mechanism of the proposed solution](image)
The failed state back to functionality is compared. Ining architectures, Mean Time To Recover (MTTR) from performance of Cloud-Niagara compared to traditional the failure is required to be compared to identify the fault tolerance scheme. The time taken to recover from the model ensures high availability and low latency of the mathematical model described here. The functionality of failure detection is captured by Cloud-Niagara using the ∆x = (N - q) * 0.30 (5)

The system can be in complete functional state when N nodes are active. Next, we have a condition where q nodes satisfy H. We see that (N-q) nodes are still active where (0 ≤ q ≤ Fmax), where Fmax are the maximum number of failed nodes. W define an acceptable state of machine as (0 ≤ q ≤ 0.30N). Therefore, Fmax ≤ 0.30N condition is required to be satisfied for the system to function despite system faults. The coverage factor c is defined as 0.30 since the benchmark considered for fault tolerance is 70%. The Δs is defined in equation 4 and Δs when main node fails is denoted by equation 5. The failure detection is captured by Cloud-Niagara using the mathematical model described here. The functionality of the model ensures high availability and low latency of the fault tolerance scheme. The time taken to recover from the failure is required to be compared to identify the performance of Cloud-Niagara compared to traditional mechanisms.

To compare performance of Cloud-Niagara with existing architectures, Mean Time To Recover (MTTR) from the failed state back to functionality is compared.

\[ MTTR_q = \sum_{q=1}^{n} \frac{q}{T_{failure} - T_{recovery}} \]

\[ MTTR_q = \sum_{q=1}^{n} \frac{q}{(T_{failure} - T_{recovery})^2} \] (6)

The time for failure is the product of coverage factor c and number of failed nodes H. Hence

\[ T = c \times H : (h_1, h_2, \cdots, h_n) \leq 0.30N \] (8)

Cloud-Niagara uses active replication technique to make the system fault tolerant. This technique gives all the replicas the same role unlike the primary-backup technique [10]. A client process pi invokes operation oparg to one replicated server x. All the replicas of x will receive the invocation oparg. Next, all of them will send the response to the pi process. The process can function if replicas do not behave maliciously.

V. CASE STUDY OF REAL LIFE APPLICATIONS FOR FAULT TOLERANCE

The performance of Cloud-Niagara is evaluated through a case study on real life Openstack cloud. The middle-ware is installed in the cloud controller.

A. Scenario

The cloud infrastructure has 10 physical nodes and a controller. The middleware monitors resource usage for all the physical nodes in the cloud. The processes include running seven services discussed previously that are commonly used in real life [11].

The experiments were carried out in the cloud infrastructure of a real life cloud service provider using OpenStack Essex Cloud on Ubuntu 12.04 Long Term Service (LTS) server. The experiments in the case study included running the applications in virtual machine instances of the cloud [12]. Each instance is allocated 2 GigaBytes of Random Access Memory (RAM) and 2 Central Processing Unit (CPU) cores. The RAM and CPU are increased or decreased based on the information obtained from the proposed algorithm.

B. Bottleneck Resources

Forking processes are executed on the virtual machine instances of the cloud to load the CPU and RAM. As part of the assumptions, we also consider that the cloud infrastructure can be scaled both vertically and horizontally. The Cloud-Niagara middleware operates on the cloud controller that acts as the primary.

Cloud-Niagara monitors the system utilization and provides the resource consumption in graphical format. Once the memory allocation or CPU consumption by each core exceeds 70%, failing and warning messages are exhibited by Cloud-Niagara as shown in the Figure 2. Bandwidth is not a bottleneck when it comes to the scenario of the case study [13].

C. Methodology to Add and Remove Fault Tolerant Resources

Once a backup is there in place it needs to be added into the system. Cloud-Niagara manages addition of new backups in the following format.

1) Introducing new backup resource using Cloud-Niagara: The backup machine sends a message using multicast protocol to the internally connected group. The contents of the message involves a Backup-ID. Next the controller that acts as the primary will make a priority list in a queue and send the list over the internal network.
The Backup-ID is used to notify the accepted backup machine that responds with an acknowledgement. Then the new backup is integrated that begins to update itself from the latest check-pointed state. The checkpoint and watchdog daemons play critical roles in this regard [14]. Once the new membership is acknowledged, all processes are sent a notification message about the new core or memory unit and mapped to a specific node.

2) Removing existing backup using Cloud-Niagara:
As a node becomes faulty it must be replaced. The backup removal procedure of Cloud-Niagara is replaced using broadcast messages. The primary node issues a message to remove a specific backup with a unique Backup-ID [15]. This message is broadcasted in the internal cloud network [16]. The nodes can be removed as a high priority machine requires more resources.

D. Analysis of Obtained Results

As replicas are activated, it is seen that the resources are capable of taking in increased CPU and Memory loads as depicted in Figure 3a and Figure 3b. The accumulated results are shown in Table 1 and graphs denote the number of processes triggered per unit time on the horizontal axis. The vertical axis denotes the percentage of resource utilization for the specified number of CPU cores and RAM. The figures show that the systems gradual memory and CPU consumption can be kept below the benchmark level by adding more replicas. The ring architecture of the fault tolerant nodes contributes to fault tolerance of the cloud service [11].

Initially the CPU load is under the danger level. Figure 3a shows the gradual growth of CPU utilization as the backup processors are added in accordance to the demand of the primary CPU. When no replica is used, an increased load on the CPU will result in the single Core being continuously used to full potential [17]. Increase of load at 100 units results in a sudden increase of resource utilization in Figure 3a. When the load per unit time is increased to 180 units, the CPU usage is normal. The situation remains the same till 520 processes executed per unit time. During this period, the CPU utilization of the instances remains at around the 50% scale because of provisioning by Cloud-Niagara. From 520 processes to 700 processes, the CPU load is seen to increase from 50% to 70% benchmark with a sudden increase to 80% for 580 processes per unit time.

The graph in Figure 3b calculate average CPU utilization for FTP and DNS are shown in Figure 3b. For the two services, for 20 processes executed per unit time, the CPU utilization declined momentarily. This is caused by the sudden decrease in DNS and FTP processes as no user required to establish an FTP or execute DNS for that time period. From 20 processes per unit time onwards the resource usage increased to 50% and remained at the desired scale of 30% to 50% that is below the prespecified threat level of 70%. The cloud infrastructure sustains the load for upto 1000 processes executed per unit time.

Constant increase in RAM usage is identified by Cloud-Niagara and represented graphically as shown in . The graph in Figure 3c highlights the memory utilization as increased load is applied. The system increases load significantly from 0 to 1200 processes per unit time. Initially, the utilization of RAM is negligible for the 200 processes. This is because the first 200 processes are CPU intensive and consumed memory of upto 18% only. At the load of 1000 forking processes, the system load reaches 80% to 90%, well above the threshold level of 70%. This shows that the current physical memory will remain in the danger level above 70% if the processes executed per unit time ranges from 900 to 1200. Such load will cause the system to become more prone to failure.

The important information derived from Cloud-Niagara can be used to decide when to add new resources to the existing cloud infrastructure. Hence the cloud architecture can be made fault tolerant using Cloud-Niagara.
Niagara’s algorithm.

VI. CONCLUSION AND FUTURE WORK

This paper aims to provide a high availability and low latency fault tolerance middleware for the cloud. The paper presents a mathematical model based on Effective Descriptive Set Theory for fault detection. In addition, the replication standards and empirical models for performance analysis of Cloud-Niagara is provided. Next, a deterministic algorithm based on watchdogging, checkpointing and journaling has been discussed for the middleware. Dynamic group communication of the algorithm in terms of read and write operations ensure effective fault tolerance.

Real life case study is shown that reflects the performance of Cloud-Niagara middle-ware in replication of CPU and Memory units. Overall utilization of the cloud service is kept below the pre-specified benchmark and resources are made more fault tolerant through a component based architecture. The results reflect that resource utilization can be effectively monitored using Cloud-Niagara and replica can be added or removed according to the need of the primary. The empirical cost estimation of Cloud-Niagara in terms of scalability and performance is a subject of future research interest.
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